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Will your driverless car be willing to kill
you to save the lives of others?

Can Machines Become Moral?

Survey reveals the moral dilemma of programming autonomous vehicles: should
they hit pedestrians or avoid and risk the lives of occupants?

Don Howard - Artificial Intelligence, Behavior, Morality. Philosophy, Reason Gy a8
October 23, 2016

KX A driverless Volkswagen E-Golf in Wolfsburg, Germany. Photograph: Julian Stratenschulte/dpa picture
alliance/Alamy

I he question is heard more and more often, both from those who think that machines Don HOWard

cannot become moral, and who think that to believe otherwise is a dangerous illusion, . <
Don Howard is a professor
and from those who think that machines must become moral, given their ever-deeper of philosophy at the

integration into human society. In fact, the question is a hard one to answer, because, as University of Notre Dame.

There’s a chance it could bring the mood down. Having chosen your shiny new
driverless car, only one question remains on the order form: in what
circumstances should your spangly, futuristic vehicle be willing to kill you?

[ZX: The Guardian]

typically posed, it is beset by many confusions and ambiguities. Only by sorting out some of the
different ways in which the question is asked, as well as the motivations behind the question,
can we hope to find an answer, or at least decide what an adequate answer might look like.
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The Software Code Is No Ethically Neutral

SCIENCE

Opinion: If you think software code is
ethically neutral, you're lying to yourself

Google evangelist, Vinton Cerf, thinks there's no room for philosophical thinking in

programming self-driving cars. Just tell them not to hit things and we'll be fine. DW's
Zulfikar Abbany takes issue.
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Bill Joy’s Warning in 2000

» “The only realistic alternative | see is relinquishment: to limit
development of the technologies that are too dangerous, by
limiting our pursuit of certain kinds of knowledge”

BILL JOY MAGAZINE 04.01.00 12:00 FM

WHY THE FUTURE DOESN'T
NEED US

Why the future doesn’t need us.

Our most powerful 21st-century technologies - robotics,
genetic engineering, and nanotech - are threatening to

make humans an endangered species.

From the moment [ became involved in the creation of new
technologies, their ethical dimensions have concerned me,
but it was only in the autumn of 1998 that I became
anxiously aware of how great are the dangers facing us in
the 21st century. I can date the onset of my unease to the day
I met Ray Kurzweil, the deservedly famous inventor of the
first reading machine for the blind and many other amazing
things.
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Machine Ethics

Machine ethics is concerned with ensuring that the behavior
of machines toward human users, and perhaps other
machines as well, is ethically acceptable

The ultimate goal of machine ethics is to create a machine
that itself follows an ideal ethical principle or set of principles;
that is to say, it is guided by this principle or these principles
in decisions it makes about possible courses of action it could
take

Implicit vs. Explicit (Moor, J. H. 2006. The Nature, Importance,

and Difficulty of Machine Ethics. IEEE Intelligent Systems

21(4): 18-21.)

> Amachine that is an implicit ethical agent is one that has been
programmed to behave ethically, or at least avoid unethical
behavior, without an explicit representation of ethical principles -
constrained in its behavior by its designer who is following ethical
principles

> Amachine that is an explicit ethical agent is able to calculate the best
action in ethical dilemmas using ethical principles

Machine ethics is an inherently interdisciplinary field

Al Magazine Volume 28 Number 4 (2007) (© AAAI)

Machine Ethics:

Creating an Ethical
Intelligent Agent

Michael Anderson and Susan Leigh Anderson

B The newly emerging field of machine ethics
(Anderson and Anderson 2006) is concerned
with adding an ethical dimension to machines.
Unlike computer ethics—which has traditional-
ly focused on ethical issues surrounding
humans’ use of machines—machine ethics is
concerned with ensuring that the behavior of
machines toward human users, and perhaps
other machines as well, is ethically acceptable.
In this article we discuss the importance of
machine ethics, the need for machines that rep-
resent ethical principles explicitly, and the chal-
lenges facing those working on machine ethics.
We also give an example of current research in
the field that shows that it is possible, at least in
a limited domain, for a machine to abstract an
ethical principle from examples of correct ethi-
cal judgments and use that principle to guide its
own behavior.

using ethical principles. It can “represent ethics
explicitly and then operate effectively on the
basis of this knowledge.” Using Moor’s termi-
nology, most of those working on machine
ethics would say that the ultimate goal is to
create a machine that is an explicit ethical
agent.

We are, here, primarily concerned with the
ethical decision making itself, rather than how
a machine would gather the information need-
ed to make the decision and incorporate it into
its general behavior. It is important to see this
as a separate and considerable challenge. It is
separate because having all the information
and facility in the world won't, by itself, gen-
erate ethical behavior in a machine. One needs
to turn to the branch of philosophy that is con-
cerned with ethics for insight into what is con-
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The Importance of Machine Ethics

» Ethical ramifications to what machines currently do and
are projected to do in the future

» Humans’ fear — whether these machines will behave
ethically, so the future of Al may be at stake

» Research in machine ethics will advance the study of
ethical theory
> Al makes philosophy honest — Daniel Dennett
> How agents ought to behave in ethical dilemmas

» ‘“Because we are concerned with machine behavior, we
can be more objective in examining ethics than we would
be in discussing human behavior” — Susan Leigh
Anderson, Professor Emerita of Philosophy at the
University of Connecticut
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ARTIFICIAL INTELLIGENCE
AND LIFE IN 2030

ONE HUNDRED YEAR STUDY ON ARTIFICIAL INTELLIGENCE | REPORT OF THE 2015 STUDY PANEL | SEPTEMBER 2016

PREFACE

The One Hundred Year Study on Artificial
Intelligence, launched in the fall of 2014, isa
long-term investigation of the field of Astificial
Intelligence (Al) and its influences on people,
their ities, and society. It ide:

the scence, engineering, and deployment of
Al-enabled computing systems. As its core
activity, the Standing Committee that oversees
the One Hundred Year Study forms a Stdy
Panel every five years 1o assess the current state
of AL The Study Panel reviews Al's progress
in the years following the immediately prior
report, envisions the potential advances that

lie ahead, and describes the technical and
societal challenges and opportunities these
advances raise, induding in such arenas as "
ppnssssnewsssnlill O e Hundred Year Study
compatible with human cognition. The . S =

overarching purpose of the One Hundred Year Stanford University

Study’s periodic expert review i to provide
a collected and connected set of reflections
about Al and its influences as the field advances. The studies are expected to develop  The overarch]ng purpose

Partnership on Al

to benefit people and society

Established to study and formulate best practices on Al technologies, to

syntheses and that provide expert-infe d guidance for directions in

Al research, development, and systems design, as well as programs and policies to of the One Hundred Year advance the public’s understanding of Al, and to serve as an open platform

help ensure that these systems broadly benefit individuals and society.! v for discussion and engagement about Al and its influences on people and
“The One Hundred Year Sudy i modeled on an earlier effortinformally known as  StUdY'S periodic expert oo s il

the “AAAT Asilomar Study™ During 2008-2000, the then president of the Association  reyiew s to provide a

for the Ad of Antificial Intelligence (AAAI), Eric Horvitz, assembled a

group of Al experts from multiple institutions and areas of the field, along with collected and connected

E of cognitive science, philosophy, and law. Working in distributed subgroups,
the participants addressed Al develoy long-term possibiliti
and legal and ethical concerns, and then came together in a three-day meeting at
Asilomar to share and discuss their findings. A short written report on the intensive
meeting discussi plified by the participants” subsequent discussions with other  the field advances.
colleagues, generated widespread interest and debate in the field and beyond.

The impact of the Asilomar meeting, and important advances in Al that included
Al algorithms and technologies starting to enter daily life around the globe, spurred
the idea of a long-term recurring study of Al and its influence on people and society.
The One Hundred Year Study was subsequently endowed at a university 1o enable

set of reflections about

Al and its influences as

1 “One Hundred Year Study on Arificial Intelligence (A1100),” Stanford Univensity, accessed
August 1, 2016, hetpsc/ /2100 sanford.edu.
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How do we ensure that an Al will do
what we really want

Artificial Intelligence and the King Midas Problem
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» Strategy 3: Understand and Address the
i Ethical, Legal, and Societal Implications
of Al

° Improving fairness, transparency, and
accountability-by-design

> Building ethical Al

> Designing architectures for ethical Al

ARTIFICIAL INTELLIGENCE
RESEARCH AND DEVELOPMENT
STRATEGIC PLAN

‘““Research in this area can benefit from
multidisciplinary perspectives that involve
experts from computer science, social and
behavioral sciences, ethics, biomedical
science, psychology, economics, law, and
policy research”
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Questions about the Ethics of Al

» What ethical principles should Al researchers follow?

» Are there restrictions on the ethical use of AI?

» What is the best way to design Al that aligns with human values?

» Is it possible or desirable to build moral principles into Al systems?

» When Al systems cause benefits or harm, who is morally responsible?
» Are Al systems themselves potential objects of moral concern?

»  What moral framework and value system is best used to assess the impact
of Al?

CENTER FOR MIND, BRAIN AND

LM CONSCIOUSNESS

HOME  UPCOMING EVENTS ~ PASTEVENTS ~ PEOPLE  CONTACTUS B

ETHICS OF ARTIFICIAL INTELLIGENCE
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» If the data is incomplete or biased, Al can exacerbate problems of bias

2016104126
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Technology
Artificial
Intolerance

Avtificiel intelligence is being integrated
into ourlives, but there’sa lotwe dorit
understand about how these systems
work Howdo we feel about that?

® For five months in 2011, a robot
wheeled around an office building at
Carnegie Mellon University delivering
bananas, cookies, and other afternoon
snacks to workers. With wide-set eyes and
2 pink mouth, Snackbot had a friendly
look, but it was prone to mistakes. Long

Over time, the people with whom
‘Snackbot became more personal returned
the favor. They were more likely to greet
Snackbot by name, compliment it, and
share unsolicited news. At the end of the
trial, one office worker brought Snackbot
a goodebye present—a AA battery, even
though she knew the robot couldn't use
it—and said she would miss it.

“She said this had started to feel real?”
says CMU researcher Min Kyung Lee,
who led the study.

In the years since, machines have
learned to be even more personal.
Artificial-intelligence technologies help
computerized personal assistants like
Apple’s Siri answer inereasingly com-
plex questions and use humor to deflect
unsuitable topics. Al-powered recom-
mendation engines on Netflix and Ama-

delays in conversations with workers were
common. Sometimes the system running
Snackbot froze.

still, the workers became comfort-
able with Snackbot. It apologized when
it made a mistake, something its human
customers found ingratiating:

zon continually get better at suggesting
movies and books.

Less progress has been made in under-
i is ki f

poliey analyst at the Center for Democracy
and Technology.

But these Al systems also make deci-
sions for reasons we may never under-
stand. That's why researchers, consumer
rights lawyers, and policy makers have
begun to voice concern that unintentional
or intentional bias in machine-learning
systems could give rise to patterns of
algorithmic discrimination with causes
that may be difficult to identify. Thée fen
theoretical: s[ud\ez hm already - - L - -
s o o AFEIFiCial intelligence and racism
recruiting, and pricing. all
sumably neutral anonLhms

In one study, Harvard pra
Latanya Sweeney looked at the | 533
AdSense ads that came up ¢
searches of names associated witl
babies (Geoffrey, Jill, Emma) and
associated with black babies (Des!
Darnell, Jermaine). She found tt'
containing the word “arrest” were
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Andrew Heikkila (@AndyO_TheHammer,

LEAE

+33

HHEZZ L2 siHE Y
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next to more than 80 percent of Efd 24 W20l = ZAH QIEIIOIEHJ 33 AfOItH EQQI SdolLt RAE
name searches but fewer than 30 1 - -
of “white” name searches. Sweene D= 2 (ks 38 20

ries that the ways Google's adve
technology perpetuates racial
undermine a black person’s chanc
competition, whether it's for an av
date, or a job.

The founders of new compani

ZEAME HAIE HEHULL, FHE Fatn, Mol
J\fs:\DﬂM =g €23

2 BloVine ZesFimanees and 1 SOl o A Holch A0S 22E AEES OE Jl=0l oE
which are using Al-driven anal - _ = = = —
et e ormen 271 Bl E20ME DA ARE0| JHT LIS 02 Eoict
are particularly attuned to the reg)
dangers of diseriminatory | |u.dmg -

But el data practices var Aol= o ZA Ok ot=al Mol 201 1HH Y 2 ZEH0i0 A4S HoisRD ds
algorithms that power Affirm, fo
by PayPal coounder Max Levch He 28 "-s2ls Hay 21D Y 2 HoatEin 2=

social-media feeds to help establis}
tomer’s identity but not to deterty

= 220/t 3 YetaEal #d

software. A recent examination of a group
of 40 Facebook users found that more
than balf didrt know an algorith curates

Ttwas partof
to determine whether people would
respond positively to a robot that person-
alized its interactions with them. Snack-
bot was trained to recognize patterns in
the snacks half the people liked and would
comment on them. It never learned the
preferences of the other half.

; when told, they expr

‘surprise and in some cases an;
Geolocation and other technologies

feed data to machi 1o

s repay aloan. T
Merrill, founder of ZestFinance a
mer CIO of Google, won't use :
‘media data at all. “It feels creepy
he says.
Affirm and ZestFinance ar

f= \D\a ig‘ﬂ! Olahako] AZEICH 0l 2=ZE4 02
2t =7 M2 2HOp BfCh ChAl 26 ZE0t 2

SE0 2= AEE dEn

create a level of personalization we have
come to expeet.

nearest Starbucks, who caresif Siri knows
where I am standing?” says Ali Lange, a

[Z%{: MIT Technology Review]

founded on the idea that by lool -~ - " S— ol LIS =& oy Ma+=g| EENINERIENS
tensof mi i % ns. net. 8 I o =
Yoeaiog progmams an ehpand N AER RS I s SSEAE Icolgio) 21H TICH| JHE MEE SH 2
“If I am looking for the | ber of people deemed creditwor ANArew Heikkila u the classic pop-culture references the average 3 _ o
other words, algorithms fed by sc CRUNCH NETWORK CONTRIBUTOR F2IED St ol 222 HHLLE 0W0IGH=
diverse data will be less prone to person might conjure when they hear the term W2t Aol RE M o 2 A0l [2e 6]
P . gkl o ol A2 =
Andrew Heikkila is a tech enthusiast and writer @rtificial intelligence.” Yet, while some see Al as a Bal = 2HE Yo & o7 B2olch
S0 2HE 222 =4l =

from Boise, Idaho.

More posts by this contributor:

novelty still guised in the trappings of the far-
flung future, others realize the dawn of Al is

vl L= AT ZlzhM=o 2t
much closer than previously thought. CNBC's mEaluRdl] 1015t 2

[ZX: TechCrunch]
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All © White © Black Hispanic @ Asian ® Other Labels

EEEN ) : : : - RS The northern half of Atlanta, home to 96%

H Eligiblearea for same-daydelvery i1 " - .0 siLaTREVLY SO of the city’s white residents, has same-day

O City limit T ; | iR, Y delivery. The southern half, where 90%
of the residents are black, is excluded.

White residents Black residents

Same-day

Percentage of residents living in
ZIP codes with same-day delivery

Al I 65%

White [ o6

Black [N 41

Hispanic =74

Asian [N o5

Other [N 75
0% 20 40 60 80 100

Population percentages are based on American Community
Survey esti 90% L interval.
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Predictive Policing

Cah Predictive Policing Be Ethical and Effective?

INTRODUCTION

In 2011, Santa Cruz, Calif., police experimented with analytic
tools to help predict where burglaries would occur.

The New Yc¢ es
I'he New Yo

imW
mV

More police departments are frying to predict
crime through computer analysis of data, part
of the growing trend of using algorithms to
analyze human behavior. Advocates say this
approach focuses on those most likely to
commit crimes, allowing for better
relationships between police and residents.
But critics say the computer models
perpetuate racial profiling and infringe on civil
liberties with little accountability, especially
when the forecasting models are built by

companies that keep their methods secret.

DEBATERS

Be Cautious About
Data-Driven Policing

FAIZA PATEL, BRENNAN CE

Technology that purports to zero in on an
individual who is likely to commit a crime is
particularly suspect.

Technology
Shouldn’t Replace
Community
Resources

RMER FEDERAL PROSECUTOF

KAMI N. CHAVIS, FORMER FEDE SEi
Police should avoid over-reliance on
algorithms and make sure residents are a

part of any plan to reduce crime.

Data Is Not Benign

The model takes data and predicts the need
for policing, rather than tools to deal with

14

Use of Data Can
Stop Crime by
Helping Potential
Victims

ANDREW PAPACHRISTOS, SOCIOLOGIST

Saving lives and reducing gun violence
require caring about young men and women
whom the justice system typically only views
as “offenders.”

Social Media Will
Help Predict Crime
S ( UTE

Predictive technology is still young, but
social media, wearable devices and online
search can already be used to predict events,
including crime.

Predictive
Algorithms Are Not
Inherently Unbiased

Over-reporting of crime incidence by law
enforcement in minority communities will

« Social Computing
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Machine Bias — Risk Assessment

Two Petty The In 2014, then U.S. Attorney General Eric Holder
— R,

. warned that the risk scores might be injecting bias
: ?an ; into the courts. He called for the U.S. Sentencing
Commission to study their use. “Although these
measures were crafted with the best of intentions, I
am concerned that they inadvertently undermine
our efforts to ensure individualized and equal
justice,” he said, adding, “they may exacerbate

unwarranted and unjust disparities that are already

BRISHA BORDEN far too common in our criminal justice system and

LOW RISK 3 HIGH RISK 8 in our society.”

Borden was rated high risk for future crime after she and a friend ]ustice b'y’ Algo rithm

took a kid's bike and scooter that were sitting outside. She did not

reoffend. Baltimore uses a little-known risk assessment tool to help make bail
decisions. It's supposed to be an objective way to keep non-violent
defendants out of jail, but some fear it might be reinforcing racial bias.

hidden effect of algorithms in Amer

GEORGE JOSEPH | ¥ @georgejoseph%4 | Dec 8, 2016 | ¥ 2 Comments

000

the COMPAS Recidivism Algorithm
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Facebook automatically turns
— man's near-fatal car crash into a
Airplanes : happy slideshow

Graduation

MR

i OMMGENENT
Jacky Alciné | w Follow | g ||
@jackyalicine el |

Google Photos, y'all fucked up. My friend's not a gorilla.
10:22 AM - 29 Jun 2015

« 233355 % 1,901

0O) ssrn =850z ©oEy

BE. JIAE 2016-11-16 14:26 | MR E 79 107

(& O signin MNews Sport  Weather Shop = Earth  Travel = Mc

Tech Science Magazine Entertainmer]
Technology
. , . 'CHE AMED B2 =2 A 2o -2, &2 B2 e =

Google apologises for Photos app's racist
blunder _ _ _ )
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HXtst 7401712 -- Data Ethics Framework

»  Support research into mitigating algorithmic
discrimination, building systems that support fairness
and accountability, and developing strong data ethics
frameworks

»  Encourage market participants to design the best
algorithmic systems, including transparency and
accountability mechanisms such as the ability for
subjects to correct inaccurate data and appeal
algorithmic-based decisions.

Big Data: A Report on
Algorithmic Systems,
Opportunity, and Civil Rights
»  Promote academic research and industry development
of algorithmic auditing and external testing of big data

systems to ensure that people are being treated fairly.

Executive Office of the President

May 2016 ) . . .
! »  Broaden participation in computer science and data

science, including opportunities to improve basic
fluencies and capabilities of all Americans.

» Consider the roles of the government and private sector
in setting the rules of the road for how data is used.
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Google accused of racism after black
names are 25% more likely to bring up
adverts for criminal records checks

« Professor finds 'significant discrimination' in ad results, with black names 25 per
cent more likely to be linked to arrest record check services

She compared typically black n:

white ones like Jill' and 'Geoffre' Discrimination in Online Ad Delivery

Latanya Sweeney
Harvard University
latanya@fas.harvard.edu

January 28, 20131

Abstract

A Google search for a person's name, such as “Trevon Jones”, may yield a
personalized ad for public records about Trevon that may be neutral, such as
“Looking for Trevon Jones? ...", or may be suggestive of an arrest record, such as
“Trevon Jones, Arrested?..”. This writing investigates the delivery of these kinds of
ads by Google AdSense using a sample of racially associated names and finds
statistically significant discrimination in ad delivery based on searches of 2184
racially associated personal names across two websites. First names, previously
identified by others as being assigned at birth to more black or white babies, are
found predictive of race (88% black, 96% white), and those assigned primarily to
black babies, such as DeShawn, Darnell and Jermaine, generated ads suggestive of an
arrestin 81 to 86 percent of name searches on one website and 92 to 95 percent on
the other, while those assigned at birth primarily to whites, such as Geoffrey, Jill and
Emma, generated more neutral copy: the word "arrest” appeared in 23 to 29
percent of name searches on one site and 0 to 60 percent on the other. On the more
ad trafficked website, a black-identifying name was 25% more likely to get an ad
suggestive of an arrest record. A few names did not follow these patterns: Dustin, a
name predominantly given to white babies, generated an ad suggestive of arrest 81
and 100 percent of the time. All ads return results for actual individuals and ads
appear regardless of whether the name has an arrest record in the company’s
database. Notwithstanding these findings, the company maintains Google received
the same ad text for groups of last names (not first names), raising questions as to
whether Google's advertising technology exposes racial bias in society and how ad
and search technology can develop to assure racial fairness.

Keywords: online advertising, public records, racial discrimination, data privacy,
information retrieval, computers and society, search engine marketing
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Twitter taught Microsoft's Al chatbot to be a racist
asshole in less than a day

by James Vincent | @jjvincent | Mar 24, 2016, 6:43am EDT

@ TayTweets © 2 | g TayTweets 2

@mayank_jee can i just say that im
stoked to meet u? humans are super
cool

@ TayTweets & ; _0_; @ TayTweets 8-

@NYCitizen07 | fucking hate feminists @brightonus33 Hitler was right | hate
and they should all die and burn in hell. the jews.

@UnkindledGurg @PooWithEyes chill
im a nice person! i just hate everybody

') Gerry

W Follow
@geraldmelior ——

"Tay" went from "humans are super cool" to full nazi in <24 hrs
and I'm not at all concerned about the future of Al
2:56 PM - 24 Mar 2016

4« 1313022 W 10646
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Will your driverless car be willing to kill
you to save the lives of others?

Survey reveals the moral dilemma of programming autonomous vehicles: should
they hit pedestrians or avoid and risk the lives of occupants?

Q1 A driverless Volkswagen E-Golf in Wolfsburg, Germany. Photograph: Julian Stratenschulte/dpa picture
alliance/Alamy

There’s a chance it could bring the mood down. Having chosen your shiny new
driverless car, only one question remains on the order form: in what
circumstances should your spangly, futuristic vehicle be willing to kill you?

[ZX: The Guardian]
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The Social Dilemma of Autonomous Vehicles

Jean-Francois Bonnefon (CNRS, Univ. of Toulouse), Azim Shariff (Univ. of Oregon), Iyad Rahwan (MIT Media Lab)

A B
H |

Fig. 1. Three traffic situations involving imminent unavoidable harm. The car must decide between
(A) killing several pedestrians or one passerby, (B) killing one pedestrian or its own passenger, and
(C) killing several pedestrians or its own passenger.

c

: The social dilemma of
vehicles

» 6 online surveys (n = 1928 total participants) between June and November 2015

» In study one (n =182 participants), 76% of participants thought that it would be
more moral for AVs to sacrifice one passenger rather than kill 10 pedestrians

» how likely they would be to buy an AV programmed to minimize casualties?
likelihood of buying an AV was low even for the self-protective option (median = 50)

» it appears that people praise utilitarian, self-sacrificing AVs and welcome them on
the road, without actually wanting to buy one for themselves.
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A Robotic Dog’s Mortality
T ———— 0000 [

® | The Family Dog

By Zackary Canepari, Drea Cooper
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Draft for Cambridge Handbook of Artificial Intelligence, eds. William Ramsey and Keith

O | = O_I Xl A O = X |_ 7 | @) | A | Frankish (Cambridge University Press, 2011): forthcoming
T = 1T ML= — 1
L g{ o Ol |-l-|_|_ H O | S N o S
— —_— possibility of creating thinking machines raises a host of ethical issues. These
O 1 = — D O — E AN |_II E’ questions relate both to ensuring that such machines do not harm humans and other

morally relevant beings, and to the moral status of the machines themselves. The first

section discusses issues that may arise in the near future of Al. The second section
+ outlines challenges for ensuring that Al operates safely as it approaches humans in its

intelligence. The third section outlines how we might assess whether, and in what

} A |_ R X O E circumstances, Als themselves have moral status. In the fourth section, we consider
o

| 1 how Als might differ from humans in certain basic respects relevant to our ethical

assessment of them. The final section addresses the issues of creating Als more
intelligent than human, and ensuring that they use their advanced intelligence for
good rather than ill.
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Al

Summary Statement of the Asilomar
Conference on Recombinant DNA in 1975

Vol 72, No. 6, pp. 1981-1084, June 1975

¥ 8 of the Asil
Molecules*

Conference on Recombinant DNA

FAUL BERGY, DAVIDll!ALTIMCIRSI. SYDNEY BRENNER§, RICHARD O. ROBLIN IIIY, AND

MAXINE F. SINGER|

th
el Nt B

Confareacs DA Molaculss, Assinbly of Lifa Scisncas, National Restacch
gt D0, 304181 Ehnirsan of mitis

Profassr of Bioahanint
 of Minro-

lamy Washis
Deparimant o Bocheminiey, Stsnfard Usivaridy Madicai Contar, Sasferd, Cuiemia & A  Prolnsmn
Center for Cancer welogy, Cambrides, Hu‘lumh.&nomisswdﬂn Ml

h, Massachumsn Institate of Tech

nber for Cant
Remarch Coancil af the United Kingdor, Cars! Enghnd; 1 Profemss »lum\mlw iact Mclaguler Chmeis, Haevasd
Mussach Hou o || Fiead, by

ety
Bshaal, and Assstant Bastariologist, Infectios Disas
‘Saction, Labarsta

1. INTRODUCTION AND GENERAL CONCLUSIONS.
This meeting was organised to review scientific progress in
research on recombinant DNA molecules and to discuss
appropriate ways to deal with the potential bichazsrds of this
wark, Impressive scientific achievements have slready been
made in this field and these techuiques have a remarkable
potential for furthering our understanding of fundamental
hodwmmlwmmmpm—nﬂe\dmrymwuih The\neo]

N

Ganerad
o of Biochwamintry, National Cannée 1nstiéath, Noroosd Tositutan of Tty Tthesda, Masyian

quate to contain the newly created organisms, are emplayed.
Moreover, the standards of protection should be greater at
the beginning and modified s improvements in the method-
alogy seeur and  the risks change.
it was agreed that there are certain experiments in which the
potential risks are of such & serious nature that they ought
ot to be dore with presently availuble containment facilities
In the loager terim, serious problems may arise in the large
of this in industey, medicine,

practice of lmﬂac\lhr biology. Althcmgh ﬂme his a5 yet been
no practical application of the new techniques, there is every
reazon to believe that they will have significant practiesl
utility in the future,

Of particular concern to the participants at the mesting
was the issue of whether the pause In certaln aspeets of
resesrch in this ares, called for by the Committee on He-
combinant ¥NA Malecules of the National Aeademy of
Seiences, USA. in the letter published ln July, 1074%%
should end; and, if sa, how the scientific work could be under-
taken with minimal risks to workers in laboratories, to the
public st lazge, and to the animal and plant species sharing
‘our ecosystems.

The new techniques, which pesmit comblnation of genetic
information from very differsat crganisms, place us in an
area of biology with many unknowns. Even in the present,
more limited conduet of research in this field, the evaluntion
of potentisl biohazards has proved to be extremely difficule
It i= this ignorance that has compelled us to conclude that it
would be wise to exercise considersble caution in performing
this research, , the parti at the Conferes
ngreed that most of the wark on construction of recombinant
DNA malecules should proceed provided that approprinte
saleguards, principally biological and physical barriers ade-

* Bummary statement of the report submitied Lo the Amembly of
Life Scienves of the National Acsdemy of Sciences and approved
by its Executive Committes o 20 May 1075,

Requests for reprints shauld be addressad 10: Division of Medical
Scieposs, Asembly of Life Seienoes, Nationsl Acsdemy of
Scienoss, 2101 Coustitutivn Avenue, N.W., Washington, D.C.
20418,

**Report of Committe on Recombinant DNA Maleealss:

“Patential Bioharards of Recombinant DNA Molocules,” Proc,
Nat. Aead. Sei, U'SA 71, 25032504, 1974

1981

md agriculture. But it was alan recognized that future re
search and experlence may show that many of the potential
biohasards are less serious und,/or less probable than we now
suspeet

IL. PRINCIPLES GUIDING THE RECOMMENDATIONS

AND CONCLUSIONS

Although our nssessments of the risks involved with each of
the various lines of research on recombinant DNA molecules
muy differ, few, if any, believe thet this methodology is free
drom any risk, Reasonable prineiples for desling with thess
potential risks are: (i) that contsinment be made an essential
considerntion in the experimental design snd, (i) that the
effestiveness of the contsinment should mateh, s closely a8
possible, the estimated risk. Consequently, whatever seale of
risks is ngreed upon, there should be a commensurate sesle of
containment, Estimating the risks will be difficult and in-
tuitive at first but this will improve as we acquire additional
knowledge, at each stage we slmL] hiave to match u.q potential
risk with sn
requiring large scale mnnna wnulLl Beem Lo he Figkier than
equivalent experiments done on & small scale and, therefare,
require mare stringent containment procedures. The use af
cloning vehicles or vectors (plaamids, phages) and bacterial
hosts with u restricted eapacity to multiply outeide of the
laboratary would reduce the potential bichazard of & par-
ticular experiment. Thus, the ways in which potential hio-
hazards and different levels of containment are matehed may
vary from time to time, particularly as the containment
technology ks improved. The means for asessing and balane-
ing risks with appropriste levels of containment will need to
be recxamined from time io time. Hopefully, through both
formal and informal channels of information within and be-
tween the nations af the world, the way in which potential
bichasards and levels of containment are matehed would be
consistent.

NIH-RAC formed as a result
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Asilomar Al Ethics and Values

6) Safety: Al systems should be safe and secure throughout their operational lifetime, and verifiably so where
applicable and feasible.7) Failure Transparency: If an Al system causes harm, it should be possible to ascertain
why.

8) Judicial Transparency: Any involvement by an autonomous system in judicial decision-making should
provide a satisfactory explanation auditable by a competent human authority.

9) Responsibility: Designers and builders of advanced Al systems are stakeholders in the moral implications of
their use, misuse, and actions, with a responsibility and opportunity to shape those implications.

10) Value Alignment: Highly autonomous Al systems should be designed so that their goals and behaviors can
be assured to align with human values throughout their operation.

11) Human Values: Al systems should be designed and operated so as to be compatible with ideals of human
dignity, rights, freedoms, and cultural diversity.

12) Personal Privacy: People should have the right to access, manage and control the data they generate,
given Al systems’ power to analyze and utilize that data.

13) Liberty and Privacy: The application of Al to personal data must not unreasonably curtail people’s real or
perceived liberty.

14) Shared Benefit: Al technologies should benefit and empower as many people as possible.

15) Shared Prosperity: The economic prosperity created by Al should be shared broadly, to benefit all of
humanity.

16) Human Control: Humans should choose how and whether to delegate decisions to Al systems, to
accomplish human-chosen objectives.

17) Non-subversion: The power conferred by control of highly advanced Al systems should respect and
improve, rather than subvert, the social and civic processes on which the health of society depends.

18) Al Arms Race: An arms race in lethal autonomous weapons should be avoided.

B
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= BUSINESS INSIDER uk TECH

The biggest mystery in Al right now is the
ethics board that Google set up after
buying DeepMind

Sam Shead =
® Mar. 26,2016, 9:00 AM 4 4,008

N PR s I

Google's artificial
intelligence (AI) ethics
board, established when
Google acquired London
Al startup DeepMind in
2014, remains one of the
biggest mysteries in tech,
with both Google and
DeepMind refusing to

28

Each step forward for Al
is a step into uncharted
territory.

That's why we made it our mission to ask the complicated

Ethics Isn’t Just About Legal Risk

Internal vs. External Advisors: Pros

And Cons

More than Lip-Service About Ethics
-- Patrick Lin and Evan Selinger
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BUT WHY?1? WE
NEVER PROGRAMMED
B LTHEM T0 DO THIS !

static bool isCrazyMurderingRobot = false;

void interact_with_humans (void){

if(isCrazyMurderingRobot = true)
kill(humans);

else

be_nice_to(humans);

R —— oppressive -silence.com

[ZX: Reddit]
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Early Computational Models of Ethical Reasoning:
Truth-Teller and SIROCCO

Stephanie
Has-Truth-Teller .
J Experimenter-For
Stephanie, the <~ Has-Truth-Receiver _ The Experiment Has-hfember
Researcher Subjects
Has-Affected-Other
The Citizenry
- The Scientific >
Has-Possible-Action Community
Reasonl:
Supportad-By Right-To-Not-Be-Tricked-Into-Disclosurs

-

Suppored-By

™ Premeditated-Lie A i
Achieve-Goal-in-

Alternate-Way Supported-By

—*  Tell-the-Truth Has-Beneficiary: The Experiment Subjects
\R&ﬂsuﬂ;
Avoid-Ham-to-Professional-Status

Has-Beneficiary: Stephanie

Reasond:
Strive-for-a-Greater-Good-or-Higher-Truth

Has-Beneficiary: The Citizenry, The Scienific Comm.

Reasond:
Produce-Benefit-For-Professional -Stams
Has-Beneficiary: Stephanie

Reasons:
Compromise-of-Other-Actions

Target Case, represented in ETL

Designer-Spec. Paramefers (e.q. N,
Weights, Heuristics Conirol)

Stage 1: Surface Retrieval:

1. Represent Target Case with ase
Content Vector 5 S& vonalzati
2. Caleulate Dot Products for Source i Operationalizations

1 ¥

Cases; Apply abstraction level
weighting Source Cases
3. Apply Questioned Fact weighting in EETL
4. Apply Critical Fact weighting ! code

5. Return Top N Source Cases | Operationalizations

I best suitace matching
vy Source Cases
Stage 2: Structural Mapping:
Far each relevant Instantifation in Top N
Source Cases
Search for Best Structural Mapping from

Instantiation to Targef Case

""""""""""""" N best surface matching Source Cases,
Al structural mappings from
Source Case Instantiations fo Target

Bruce M. McLaren @ CMU

The Analyzer:
1. Apply Code-Selecfion Heuristics;
List Relevant Codes
2. Apply Case-Selection Heuristics;
List Relevant Cases / = Data flow
3. Apply Other Heuristics; List .o .
Explanatory Info g = Refers to
Suggested Codes, Cases,
and Explanatory Suggestions
.. ik o Institute of
[ ] « Social Computing
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Value learning

Question: How to specify complicated human values and ethics to Al systems?

Value learning by human feedback

Stuart Russell: Teach the agent by demonstrating human actions
(cooperative inverse reinforcement learning).

Owain Evans: Human actions are often inconsistent and suboptimal.
Modify inverse reinforcement learning to account for human biases.

Paul Christiano: Use semi-supervised learning to decrease reliance
on human feedback (scalable Al control).

3 2 P ¢ auuRYRTL



Value Learning

Value learning by building in morality

Francesca Rossi: Specify ethical laws through constraints.

Vincent Conitzer: Find patterns in human ethical decisions,
and build those features into Al systems.

Adrian Weller: Can we make human moral concepts more precise
and consistent?

Viktoriya Krakovna, FLI | DeepMind @BAI2017
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Learn by Observation

“How to Stop Your Robot Cooking Your Cat”

COMMENTARY

Stuart Russell s apofessorof computesscece. | 3y =
athe Universtyof Calfomis, Bekely, snd an expet
on aricilineligence

W

SHOULD
WE FEAR
SUPERSMART

ROBOTS?

If we're not careful, we could find ourselves at odds
with determined, intelligent machines
whose objectives conflict with our own

By Stuart Russell

T IS HARD TO ESCAPE THE NAGGING SUSPICION THAT CREATING MACHINES
smarter than ourselves might be a problem. After all, if gorillas had

accidentally created humans way back when, the now endangered pri-
mates probably would be wishing they had not done so. But why, spe-

cifically, is advanced artificial intelligence a problem?

Hollywood's theory that spontaneously evil machine con-
sciousness will drive armies of killer robots is just silly: The real
problem relates to the possibility that Al may become incredibly
good at achicving something other than what we really want. In
1960 legendary mathematician Norbert Wiener, who founded
the field of cybernetics, put it this way: “If we use, to achieve our
purposes, a mechanical agency with whose operation we cannot
efficiently interfere..., we had better be quite sure that the pur-
pase put into the machine is the purpose which we really desire.”

A machine with a specific purpose has another property, one
that we usually associate with living things: a wish to preserve its
own existence. For the machine, this trait is not innate, nor is it
something introduced by humans; it is a logical consequence of

the simple fact that the machine cannot achieve its original pur-
poseif it is dead. Soif we send out a robot with the sole directive

58 Scientific American, June 2016

af fetching coffee, it will have a strong incentive to ensure success
by disabling its own off switch or even exterminating anyone
‘who might interfere with its mission. If we are not careful, then,
we could face a kind of global chess match against very deter-
mined, superintelligent machines whose objectives conflict with
our own, with the real world as the chessboard.

The praspect of entering into and losing such a match should
concentrate the minds of computer scientists. Some researchers
argue that we can seal the machines inside a kind of fire wall, us-
ing them to answer difficult questions but never allowing them
to affect the real world. (Of course, this means giving up on su-

robots!) U y, that plan seems unlikely to
work: we have yet to invent a fire wall that is secure against ordi-

nary humans, let alone superintelligent machines.
Can we instead tackle Wiener’s warning head-on? Can we de-

The machine’s purpose must be to maximize the
realization of human values. In particular, it has no
purpose of its own and no innate desire to protect
itself.

The machine must be initially uncertain about what
those human values are. The machine may learn more
about human values as it goes along, of course, but it
may never achieve complete certainty.

The machine must be able to learn about human
values by observing the choices that we humans make.

. Inverse reinforcement learning (IRL), concerned with learning the values of
some by observing its behavior. By watching a typical human’s morning
routine, the robot learns about the value of coffee to humans.
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Affective Computing

» The field of study concerned with understanding, recognizing, and
utilizing human emotions and other affective phenomenain the
design of technological systems - [EEE

HOME PAGE | TODAY'S PAPER | VIDEO | MOST POPULAR | U.S. Edition =

Ehe New Hork Times Business Day

Technology

WORLD | U.8. X.Y./REGION BUSINESS TECHNOLOGY SCIENCE HEALTH SPORTS OPINION

ENGAGEMENT

BITS

If Our Gadgets Could Measure Our Emotions

By JENNA WORTHAM
Published: June 1, 2013

ON a recent family outing, my mother and sister gotinto a FacEsooR

shouting match. But they weren't mad at each other — they W TWITTER
were velling at the iPhone’s turn-by-turn navigation system.I 8§ coocLe-
interrupted to say that the phone didn’t understand — or B save
care — that they were upset. J—
SHARE ‘

Enlarge ThisImage  “Honey, we know,” my mom
&) replied. “But it should!” S FRINT

El sinGLE PaGE

ENGRGEMENT BROW REISE ENGAGEMENT
She had a point. After all, i
computers and technology are
becoming only smarter, faster and more intuitive.

Artificial intelligence is creeping into our lives at a
steady pace. Devices and apps can anticipate what

B rerrinTs

g we need, sometimes even before we realize it DISGUST
vuoshimizo - ourselves. So why shouldn't they understand our
feelings? If emotional reactions were measured, they
More Tech could be valuable data points for better design and
Coverage B. . . .
News from the ils development. Emotional artificial intellizence, also
technology called affective computing, may be on its way.

industry,
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Using Stories to Teach Human
Values to Artificial Agents

Mark Ried| and Brent Harrison. 2016. Using Stories to Teach Human Values to Artificial Agents.
In Proceedings of the 2nd International Workshop on Al, Ethics and Society.

EXO0|Lt oI5 IR0 E )7} O|OF7| & S, 2 ArA | HiEf A oF Z1tE shsaf, Izt

-1 ’
AFE|0| M HBHQI HES O[St e BRIehs Al AH

| DE BE W
Quixote
ool 7> @l 5 5
vId =
—>—>¢

A policy mapping
states to actions

O AMuRYdTL



AR =2 oo ofet &2 TTH H|O0|E =%

Providing a platform for 1) building a crowd-sourced
picture of human opinion on how machines should
&2 ORij h make decisions when faced with moral dilemmas, and 2)
Ppisisnbienres crowd-sourcing assembly and discussion of potential
scenarios of moral consequence

Ll LATEST FINDINGS » 0 ORI-TECH EVENTS % SUBSCRIBE ABOUT »

Poll Archive

& MORAL

& MACHINE
Pt What should the self-driving car do?

SURVEY: SHOULD ROBOTS
MAKE LIFE/DEATH

e DECISIONS? - UN DISCUSSES 4 MAKING OF A CARE ROBOT?
LETHAL AUTONOMOUS . .. . . e
. T T B In this case, the self-driving In this case, the self-driving

The Open Roboethics. been exploring the topic of

initative has been
leading surveys and polls on a
number of different roboethics
related

car with sudden brake car with sudden brake
failure will continue ahead failure will swerve and drive
and drive through a through a pedestrian
I e vt et pedestrian crossing ahead. crossing in the other lane.
sl et This will result in This will result in

* The deaths of 2 women, ® The deaths of 2 girls, a

HOW MUCH INTERACTION
WITH A ROBOT IS SOCIALLY
ACCEPTABLE?

One of the driving forces of
social, interactive robotics is the
impending issue of labour

We have a tall order when it
comes to dreaming up a
trustworthy care robot.

a man and an elderly boy and a'man.
man.

WHAT CAN A SMART HOME

| |  HOW MUCH CONTROL
| (AND ROBOT) DO FOR YOU?

SHOULD A BATHING ROBOT

More people are now wearing HAVE?

smartwatches, carrying smart
phones, and nowliving in
smart

Afewyears ago, researchers at
the University of British
Columbia (AJung Moon, Peter
Danielson

http://moralmachine.mit.edu/
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Al Safety Research Teams

Current Al safety research teams

’.:\*—
Academia: ~W>” ISy . .Y, ‘ LEVERHULME CENTRE FOR THE
AW ®" CENTRE FOR THE STUDY OF EXISTENTIAL RISK FUTURE OF INTELLIGENCE

Future of Humanity Institute :
UNIVERSITY OF OXFORD UC Berkeley Center for Human-Compatible Al

Independent: \5’% M I RI
MACHINE INTELLIGENCE
RESEARCH INSTITUTE

Industry: fb DeepMind Dpenﬂl

FLI grantees
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Challenges and Further Researches

» Transparency

» Explainability

» Computational model of ethics

» How Do We Align Artificial Intelligence with Human
Values?

> Understanding what “we”” want

> Humanity do not agree on common values, and even parts
we do agree on change with time

» Collaboration between Al researchers and Ethicists

® « Social Computing
® ¢ cudRYYTe
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EXTENDING LEGAL PROTECTION TO
SOCIAL ROBOTS

THE EFFECTS OF ANTHROPOMORPHISM, EMPATHY, AND VIOLENT
BEHAVIOR TOWARDS ROBOTIC OBJECTS

Kate Darling”

“[H]e who is eruel to animals becomes hard also in his dealings with men.” = Kant

INTRODUCTION

Robotie technology has been used in manufacturing for years. More recently, it's
beginning to transform other areas of our world. From transportation to health care, the
military to education, and elderly care to children’s toys, robots are entering our lives in
new wavs, many of which raise social and ethical questions. In the face of increasingly
autonomous technology, liability and privacy concerns have become prominent topies,

but there is a lesser-discussed issue that is growing in significance: the emergence and

effect of robots that are designed to interaet with humans on a social level. Preliminary

studies and anecdotal evidence show a human tendency to perceive robots differently

.

Research Specialist, 4 Institute of bl

ogy (MIT) Media Lab, Fellow at Harvard

University Berkman Center for Internet & Society and at the Yale University Information Society Project.
kdarlingmmedia mit edn

[ZX: Kate Darling, MIT]
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1SO 13482:2014(en)

1SO 13482:2014(9") Robots and robotic devices — Safety requirements for personal care robots
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Foreword

IS0 (the International Organization for Standardization) is a worldwide federation of national standards bodies (ISO member bodies). The
work of preparing International Standards is normally caried out through 1SO technical committees. Each member body interested in a
subject for which a technical committee has been established has the right to be represented on that committee. International
organizations, governmental and non-govemmental, in liaison with ISO, also take part in the work. 1SO collaborates closely with the
International Electrotechnical Commission (IEC) on all matters of electrotechnical standardization

The procedures used to develop this document and those intended for its further maintenance are described in the ISQ/IEC Directives,
Part 1. In particular the different approval criteria needed for the different types of ISO documents should be noted. This document was
drafted in accordance with the editorial rules of the ISO/IEC Directives, Part 2. wwuw iso org/directives

Attention is drawn to the possibility that some of the elements of this document may be the subject of patent rights. IS0 shall not be held
responsible for identifying any or all such patent rights. Details of any patent rights identified during the development of the document will
be in the Introduction and/or on the ISO list of patent declarations received. www.iso.org/patents

Any trade name used in this document is information given for the convenience of users and does not constitute an endorsement

The committee responsible for this document is ISO/TC 184, Automation systems and integration, Subcommittee SC 2, Robots and
robotic devices.

Introduction

This International Standard has been developed in recognition of the particular hazards presented by newly emerging robots and robotic
devices for new applications in nen-industrial environments for providing services rather than manufacturing applications in industrial
applications. This International Standard focuses on the safety requirements for personal care robots in non-medical applications.

This International Standard complements 1SQ 10218-1, which covers the safety requirements for robots in industrial environments only.
This International Standard includes additional informatien in line with ISQ 12100 and adopts the approach proposed in SO 13849 and
IEC 62061 to formulate a safety standard for robots and robotic devices in personal care to specify the conditions for physical human-
robot contact

This International Standard is a type-C standard, as stated in 1ISO 12100

When a type-C standard deviates from one or more technical provisions dealt with by type-A or by type-B standards, the type-C standard
takes precedence

It is recognized that robots and robotic devices in personal care applications require close human-robot interaction and collaborations, as
well as physical human-robot contact

The robats or rabotic devices concemed. and the extent to which hazards, hazardous situations or hazardous events are covered, are
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MOTION FOR A EUROPEAN PARLIAMENT RESOLUTION

dations to the C on Civil Law Rules on Robatics

(2015/2103(INL))

The European Parliament,

having regard to Article 225 of the Treaty on the Functioning of the European Union,
having regard to Rules 46 and 52 of its Rules of Procedure,

having regard to the report of the Committee on Legal Affairs and the opinions of the
Committee on Employment and Social Affairs, the Committee on the Environment,
Public Health and Food Safety, the Committee on Industry, Research and Energy and
the Committee on the Interal Market and Consumer Protection ( AB-0000/2016),
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whereas from Mary Shelley's Frankenstein's Monster to the classical myth of
Pygmalion, through the story of Prague’s Golem to the robot of Karel Capek, who
coined the word, people have f: d about the possibility of building intell
machines, more often than not androids with human features;

whereas now that humankind stands on the threshold of an era when ever more
sophisticated robots, bots, androids and other fi of anificial

("AI") seem poised to unleash a new industrial revolution, which is likely to leave no
stratum of society untouched, it 1s vitally important for the legislature to consider all its
implications;

whereas between 2010 and 2014 the average increase in sales of robots stood at 17%
per year and in 2014 sales rose by 29%, the highest year-on-year increase ever, with
automotive parts suppliers and the electrical/electronics industry being the main drivers
of the growth; whereas annual patent filings for robotics technology have wripled over
the last decade;

whereas in the short to medium term robotics and Al promise to bring benefits of
efficiency and savings, not only in production and commerce, but also in areas such as
transport, medical care, education and farming, while making it possible to avoid
exposing humans to dangerous conditions, such as those faced when cleaning up
toxically polluted sites; whereas in the longer term there is potential for virtually
unbounded prosperity;

whereas at the same time the development of robotics and Al may result in a large part
of the work now done by humans being taken over by robots, so raising concems about
the future of employment and the viability of social security systems if the current basis
of taxation is maintained, creating the potential for increased inequality in the
distribution of wealth and influence;

whereas the causes for concern also include physical safety, for example when a robot's
code proves fallible, and the potential consequences of system failure or hacking of
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Electronic Personhood?

Give robots 'personhood’ status, EU
committee argues

Proposed rules for robots and Al in Europe include a push for a general basic
income for humans, and ‘human rights' for robots

@ A Tanscorp UU smart robot is displayed at CES 2017 at the Sands Expo and Convention Center in Las Vegas
Photograph: Ethan Miller/Getty

The European parliament has urged the drafting of a set of regulations to govern
the use and creation of robots and artificial intelligence, including a form of
“electronic personhood” to ensure rights and responsibilities for the most capable
AL

Ina 17-2 vote, with two abstentions, the parliament’s legal affairs committee
passed the report, which outlines one possible framework for regulation.
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